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Abstract—There has recently been an explosion of work in
the human-robot interaction (HRI) community on the use of
mixed, augmented, and virtual reality. In this paper, we present
a novel conceptual framework to characterize and cluster work
in this new area and identify gaps for future research. We
begin by introducing the Plane of Interaction: a framework for
characterizing interactive technologies in a 2D space informed by
the Model-View-Controller design pattern. We then describe how
Interaction Design Elements that contribute to the interactivity of
a technology can be characterized within this space and present
a taxonomy of Mixed-Reality Interaction Design Elements. We
then discuss how these elements may be rendered onto both
reality- and virtuality-based environments using a variety of
hardware devices and introduce the Reality-Virtuality Interaction
Cube: a three-dimensional continuum representing the design
space of interactive technologies formed by combining the Plane
of Interaction with the Reality-Virtuality Continuum. Finally,
we demonstrate the feasibility and utility of this framework by
clustering and analyzing the set of papers presented at the recent
2018 VAM-HRI Workshop.

Index Terms—Mixed Reality, Augmented Reality, Virtual Re-
ality, Robotics, Human-Robot Interaction.

I. INTRODUCTION

Although research on augmented reality [7], [8], [12], [47],
[57] and virtual reality [13], [41] have been steadily progress-
ing over the past several decades, there has been relatively little
work using augmented reality (AR) technologies to facilitate
human-robot interactions (despite a number of papers over the
past twenty-five years highlighting the advantages of doing
so [23], [32]). Recently, however, the amount of research
at the intersection of these fields has begun to dramatically
increase [52], [53]. This can be primarily attributed to recent
advances in technologies in this space that has not only
significantly improved previously conceptualized concepts but
also opened up newer intriguing avenues of human-robot
interactions through the medium of virtual or augmented
reality. Furthermore, these new works leverage AR and VR
technologies in a variety of different ways, often in ways
that blurs the boundaries between these two technologies.
For example, VR technologies are being used not only to
provide a view into simulated worlds, but also to provide
alternate or augmented views of real-world environments, a
domain typically the purview of AR technologies. Similarly,
AR technologies are being used not only to annotate users’
views of reality but also to explore simulation with virtual
robots, a domain typically the purview of VR technologies.

This blurred boundary means that advances in VR/AR-
for-HRI cannot be neatly categorized purely based on the

technology used. Instead, we argue in this paper that such
advances should be categorized in two primary ways.

First, we argue that the the most important dimension for
categorizing advances in VR/AR-for-HRI is the way in which
they present new opportunities for interactivity. Here, we are
primarily interested in improvements to interactivity stemming
from the use of different interaction design elements, such as
interface elements and communication channels. Taking in-
spiration from the Model-View-Controller design pattern [29],
we begin by arguing that interaction design elements (both
in VR/AR interfaces as well as in HRI in general) can be
categorized based on whether they improve (1) the expressivity
of users’ view into a robot’s internal state; and/or (2) the
flexibility of users’ control of the robot, both of which are
mediated by the complexity and depth of the robot’s internal
model. These serve as orthogonal dimensions on the space
of interactivity, which we term the Plane of Interaction. We
then present a taxonomy for conceptualizing mixed-reality
interaction design elements in particular along this dimension.

Next, we argue that the second most important dimension
for categorizing advances in VR/AR-for-HRI is the environ-
ment (e.g., reality vs. virtuality) over- or into-which mixed-
reality interaction design elements are rendered. Due to the
blurred boundary between the use of VR/AR technologies,
this dichotomy is correlated with but ultimately distinct from
the VR-vs-AR dichotomy. By combining the reality-virtuality
continuum with the Plane of Interaction, we present a compre-
hensive framework for conceptualizing work within the field
of VR/AR-for-HRI: we refer to this as the Reality-Virtuality
Interaction Cube.

Finally, we leverage this comprehensive framework to an-
alyze previous work in VR/AR-for-HRI. Specifically, we ex-
amine as an initial case study the set of advances presented at
VAM-HRI 20181, the 1st International Workshop on Virtual,
Augmented, and Mixed-Reality for Human-Robot Interaction,
and use this analysis to highlight recent research trends in the
nascent VAM-HRI community.

The rest of the paper proceeds as follows. In Section II, we
present the Plane of Interaction. In Section III, we introduce
the concept of Interaction Design Elements and our taxonomy
of Mixed-Reality Interaction Design Elements. In Sections IV
an V we describe Milgram’s Reality-Virtuality Continuum and
how it combines with the Plane of Interaction to create the
Reality-Virtuality Interaction Cube. In Section VI we apply our

1http://vam-hri.xyz/



framework to papers presented at VAM-HRI 2018. Finally, in
Section VIII we conclude with potential directions for future
work within the VAM-HRI community.

II. THE PLANE OF INTERACTION

To reason about the ways in which interactive technologies
can be advanced, we leverage the Model-View-Controller de-
sign pattern. This design pattern separates interactive systems
into three pieces: the internal model of the interactive system,
the user’s view into that model, and the user’s controller for
effecting changes to that model [29].

This design pattern can easily be applied to interactive
robots. Every robot has some internal state that can include
matters-of-fact such as the robot’s pose and battery level
as well as cognitive constructs such as beliefs, goals, and
intentions [20]. Moreover, robots that are truly interactive
present opportunities for view into that internal model, and
opportunities for some degree of control over that internal
model. In particular, we argue that robots’ potential for in-
teraction depends on the expressivity of view into the robot’s
model (i.e., the scope of means used by the robot to passively
or actively communicate its internal state), and the flexibility of
control (i.e., the scope of means available for users to modify
the robot’s internal state).

Accordingly, a robot’s level of interactivity can be con-
ceptualized as a point on the Plane of Interaction, with two
axes: expressivity of view (hereafter EV) and flexibility of
controller (hereafter FC), as illustrated in Figure 1. Here,
the focus on expressivity and flexibility is crucial. Simply
logging additional low-level data without providing higher-
level features or summaries, or new ways of viewing that
data, would yield a limited gain in expressivity. Similarly,
simply enabling complete, direct joysticking without providing
opportunities to influence the robot’s higher-level beliefs,
desires, and intentions, would yield a limited gain in flexibility.

For example, as shown in the Figure 1, a robot employing
manipulable visual cues of artifacts from its plan [15] allows
for greater flexibility of control (e.g. the user can manipulate
parts of the plan and initiate replanning on the part of the
robot) as well as greater expressivity of view (e.g. beyond
constructs confined to motion planning such as trajectories
and areas) than just visually projecting its areas of influence
onto the environment in mixed reality. More such examples,
and their relation to the plane of interaction, are discussed in
more detail later in Section VI, using instances from existing
literature on human-robot interactions in mixed reality.

This plane does not explicitly include the robot’s model.
Instead, the complexity of the robot’s model is implicitly
represented by the scale of the plane. The more sophisticated
a robot’s model, the greater potential for EV and FC. That is,
improving the complexity of a robot’s model of the world (e.g.,
through the use of rich ontologies and Knowledge Processing
frameworks [45]) does not directly improve interactivity, but
instead increases the potential for improvement that can be
gleaned from improvements to expressivity of EV and FC.

Area of influence [15]

Manipulable plan artifacts [15]

EV −→

FC
−→

Fig. 1: The Plane of Interaction illustrating how the expres-
sivity of view and flexibility of the controller vary based on
the choice of mixed reality interaction design elements. We
will discuss these in more detail in Section VI. Note that the
positioning and scale of the points are merely illustrative and
not to be taken literally.

III. INTERACTION DESIGN ELEMENTS

We define interaction design elements as those components
of a robot’s design2 that can be said to impact its interactivity
and thus, its position on the plane of interaction. While it
is likely infeasible to explicitly determine the position of
a technology on this plane, it is nevertheless instructive to
consider the formal relationship between interaction design
elements and the position of a technology on this plane.

We define the impact of each design element on the robot’s

interactivity as M
[
∆EV

∆FC

]
, where ∆EV is the impact a design

element has on the expressivity of the user’s view into the
robot’s model, and ∆FC is the impact a design element has
on the flexibility of the user’s control of the robot’s model,
both of which are scaled by M , a measure of complexity of
the robot’s internal model.

We term the subset of interaction design elements em-
ployed with virtual and augmented reality technologies as
mixed-reality interaction design elements (MRIDEs). In this
paper, we consider three principle categories of MRIDEs. To
illustrate these categories, we will discuss examples presented
together by [16] in a paper at VAM-HRI 2018.

User-Anchored Interface Elements: interface elements simi-
lar to those seen in traditional GUIs, anchored to points in the
user’s camera’s coordinate system, and which do not move as
the user changes their field of view. As an illustrative example,
[16] present User-Anchored Interface Elements in the form of
an interactive control panel (Figure 2a). This enhances control
of the robot, but not view into its internal state.

2While this framework can be applied to any interactive technology, in this
work we employ it specifically to interactive robots.



(a) A holographic control
panel for the robot.

(b) Safety cues externalizing internal
state information of the robot.

(c) Manipulable virtual objects used to specify intended actions and
receive feedback from the human in the loop.

Fig. 2: Examples of interaction design elements [16] for human-robot interactions in mixed-reality. Used with permission.

Environment-Anchored Interface Elements: interface ele-
ments anchored to points in the coordinate system of a robot or
some other element of the environment, rather than anchored
to the interface itself. As an illustrative example, [16] present
visualizations anchored to a robot in order to display the area
in which the robot is capable of moving. This enhances view
of the robot, but not view.

Virtual Artifacts: 3-D objects that can be manipulated by
either humans or robots (or which may move under their own
ostensible volition), or which may impact the behaviors of
robots. Crucially, virtual artifacts in this category are recogniz-
able (by humans) as additions to the underlying environment,
but may not be recognizable as such to robots. For example,
a robot may render an arrow into the environment which a
human may then manipulate to change the robot’s intended
direction; an arrow recognizable by both parties as not part
of the actual environment. In contrast, a human may render a
virtual wall into the environment to restrict a robot’s path,
but this wall may or may not be identifiable as virtual to
that robot. As an illustrative example, [16] present 3-D virtual
objects that serve two purposes. First, these virtual objects
both reflect the robot’s perception of the state of the world,
thus enhancing view into the robot’s internal state. Second,
the user is able to manipulate the virtual objects in order to
specify actions to be performed on their real-world analogues,
or initiate replanning in the case of a more autonomous robot,
thus enhancing control over its actions.

IV. REALITY-VIRTUALITY INTERFACE CONTINUUM

Thus far we have described a taxonomy of interaction design
elements and described how instances of each taxonomic class
have been used by VAM-HRI researchers to enhance the
expressivity of view and/or flexibility of control of a robot. In
this section, we will consider the environment into which these
elements are rendered. Specifically we consider two discrete
types of environments, each falling at a different point along
Milgram’s Reality-Virtuality Continuum [31] (Figure 3):
Reality: When using Augmented Reality technologies, such
as Augmented Reality Head-Mounted Displays (AR-HMDs),
projectors, or smart windshields, design elements are overlaid

Fig. 3: Milgram’s Reality-Virtuality Continuum

directly onto a user’s local reality. This is also possible, how-
ever, using Virtual Reality technologies, by passing sensor data
directly into a user’s VR-HMD. Depending on the positioning
of the sensor relative to to the display, this may either closely
mimic AR, or serve as a window into a remote reality.

Virtuality: Finally, design elements may be overlaid onto
completely virtual environments. This is typically the case
when VR is used, especially when training or simulating
robots before they are moved to the real world.

V. THE REALITY-VIRTUALITY INTERACTION CUBE

In this paper we have argued for two primary means of
categorizing advancements in VR/AR-for-HRI: (1) the types of
interaction design elements used and their associated benefits
with respect to the Plane of Interaction, and (2) the underlying
environments in which those interaction design elements are
employed, e.g., reality or virtuality. Combining the 2D Plane of
Interaction with the 1D Reality-Virtuality Continuum produces
a 3-D space of interactive mixed-reality technologies, which
we term the Reality-Virtuality Interaction Cube (Figure 4).
As with the Plane of Interaction, it is infeasible to try to
identify the precise location within this 3-D space for a
given interactive technology. However, this 3-D space can be
leveraged as a useful tool for categorizing recently presented
advancements in VR/AR-for-HRI.

For example, in Figure 4, we illustrate how a holographic
control panel in AR [15] provides little flexibility and control
and expressivity of view, while a teleoperation interface in VR
would be placed higher on the EV dimension by enhancing
the view of the user. Similarly, plan artifacts in mixed reality,
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Fig. 4: The Reality-Virtuality Interaction Cube, illustrating
how mixed reality interaction design elements extend the plane
of interaction along the dimension of reality and virtuality.
Again, the positioning and scale of the points are merely
illustrative and not to be taken literally.

as we discussed before in Figure 1, situates us higher up in
both FC and EV dimensions, across the spectrum of variations
in the medium of AR and VR along the R-V dimension.

To demonstrate this utility, in the next section we use
the Reality-Virtuality Interaction Cube as a framework for
analyzing the set of papers presented at VAM-HRI 2018.

VI. SURVEY: VAM-HRI 2018

To demonstrate the application of our proposed framework,
we analyze the papers presented at the VAM-HRI workshop3

at HRI 2018 [52], [53]. Using the proposed framework, we
see that approximately two-thirds of papers leveraged VR or
AR to enhance interactions in reality, while third of the papers
leveraged VR or AR to enhance interactions in virtuality, as
shown in Table I. Below, we will first discuss reality-enhancing
applications, and then discuss virtuality-enhancing applica-
tions. Within each section, we will first discuss approaches that
do not leverage any MRIDEs to enable these enhancements,
and then discuss approaches that do leverage MRIDEs. Within
each of these subsections, we will first discuss approaches
that enhance neither view nor control, then approaches that
enhance either view or control, and finally discuss approaches
that enhance both view and control. For each approach lever-
aging MRIDEs, we will discuss the specific MRIDE used.
In Table II, we further analyze the presented approaches by
dividing the presented MRIDEs into five categories: control,
general information, spatial information, object information,
and robot visualization.

A. Reality-Enhancing Applications

1) No MRIDEs Used: Of the approaches enhancing inter-
actions in reality, seven enhanced view without the use of

3VAM-HRI Series: http://vam-hri.xyz/

No MRIDEs used MRIDEs used
∅ C+ V+ C+ V+ V+C+

Reality 0 0 7 3 10 4
Virtuality 3 3 0 0 4 0

TABLE I: VAM-HRI’18 papers, categorized by (1) whether
Mixed Reality Interaction Design Elements (MRIDEs) are
overlaid over the environment, (2) whether that environment
is real or virtual, and (3) whether they improve flexibility
of control (C+), expressivity of view (V+), both (V+C+), or
neither (∅). A small number of papers were counted multiple
times if they included multiple types of MRIDEs.

mixed reality design elements. These all used a VR HMD
for remote teleoperation, without displaying any additional
graphics within the HMD. The VR HMD necessarily increased
view (through direct visualization of remote robots’ sensor
data). We note that while the increases in expressivity of
view enabled by these approaches indirectly enabled increases
in flexibility of control as well (by allowing for remote
teleoperation), we only consider the direct increases to view
made by these approaches.

Rosen et al. present ROS-Reality, a ROS-based approach to
robot teleoperation using the HTC Vive and its’ associated
controller [39], [48]. Bennett et al. leverage VR within a
full-torso exosuit that allows for direct manipulation of a
remote robot’s head and arm motions for expressive teleop-
eration [10], [11]. Zhang et al. pair VR with a 360° camera
to enable flexible viewing of remote environments without
requiring rotation of the VR-HMD to correspond with rotation
of physical elements on the robot [55], [56]. Oh et al.,
similarly pair VR with a 360° camera to enable flexible
viewing of remote environments without requiring rotation
of the VR-HMD to correspond with rotation of physical
elements on the robot [34]. Tran et al. pair phone-based VR
with the LeapMotion to enable hands-free, low-cost robot
teleoperation [46]. Allspaw et al. present a robot teleoperation
interface in which teleoperators view either a portrayal of
reality reconstructed from rich point-cloud data and/or sets
of VR-interactable camera feeds [1], [2]. Gaurav et al. also
present a teleoperation interface based on point-cloud data,
but instead focus on learning correspondences between the
movements of the teleoperator within this interface and those
of the teleoperated robot [19].

2) MRIDEs Used: Of the approaches enhancing interac-
tions in reality, fourteen enhanced interactions using MRIDEs.

Control-Enhancing MRIDEs: Three approaches used
control-enhancing augmentations, displaying environment- or
user-anchored interface elements for controlling robots during
VR/AR teleoperation. Arévalo-Arboleda et al. propose an ap-
proach towards teleoperating a local robot through Augmented
Reality, where the user’s view of the robot is augmented
with control panels anchored to the robot and to interactable
elements in the environment [5]. Oh et al. enhance flexibility of
control by augmenting the view of a remote environment with
a user-anchored control panel allowing users to specify their



intended destination [34]. Finally, Chakraborti et al. enhances
control of the robot by providing a control panel that is
attached to the robot in the augmented view, allowing the user
to start and stop execution of the robot’s plan in progress or
even seize control of the base or arm of the robot for more
detailed control. [16].

View-Enhancing MRIDEs: Ten approaches used view-
enhancing augmentations, including passive displays of robot
trajectories or sensor data, active communicative displays, or
even virtual robots in entirety.

Williams proposes the use of environment-anchored visu-
alizations such as circles and arrows as stand-ins for tradi-
tional physical gestural cues within an active communication
framework, as well as the use of simulated robot arms also
for the purposes of robotic gestures [50], [51], [54]. Peters
et al. present an approach to using not only simulated limbs,
but entire robots simulated in AR, in order to study human-
robot proxemics [6], [18], [35]. Katzakis et al. also present
an approach toward visualizing entire simulated humanoid
robots, anchored to real ground robots in the environment, and
demonstrate a prototype of this approach within a simulated
virtual environment [28]. Chakraborti et al. [14] takes the idea
of enhancing interactions in humans and robots to vehicle to
vehicle (v2v) communications and highlights how informa-
tion can be effectively relayed from autonomous vehicles to
nearby human drivers without causing information overload.
Puljiz et al. present several ways of leveraging AR within
autonomous warehouses [36], including environment-anchored
control panels, maps, safety boundaries, and virtual objects
used to highlight intended and/or occluded objects. Ben Amor
et al. present an approach in which environment-anchored
visualizations displayed via projector are used to convey task-
related cues, including safety boundaries, task instructions
and feedback, and highlighting of intended and/or occluded
objects [3], [4], [18]. Chakraborti et al. [16] also provides
task-related visual cues in the form of annotations of areas of
influence, objects to be manipulated, awareness of peripheral
and hidden objects, etc. and formalizes the notion of task-
related cues in a domain-independent framework for visual-
izing artifacts of task plans (e.g. actions, states, intentions,
etc.). They also provide a unique role of design elements in
what they referred to as “projection-aware planning” where
the elements are used not only for visualization of execution
but also at the time of planning to generate plans that are
easier to visualize. Zu Borgsen et al. visualize robots’ trajec-
tories and status information such as battery levels, as well
as simulated robot parts like robot heads, as environment-
anchored visualizations within AR-HMDs [58]. They also
demonstrate an approach involving entire robots simulated in
a VR CAVE environment. Cheli et al. present an approach
towards using AR in middle-school robotics education, using a
handheld tablet to visualize environment-anchored robot status
information [17]. They also propose environment-anchored
visualization of trajectories, boxes around detected objects,
sensor readings, and occupancy grids, within AR. Bagchi et

al. propose using AR to display robot-generated text, highlight
objects, and present task feedback in noisy environments [9].

Control-And-View-Enhancing MRIDEs: Finally, four ap-
proaches used augmentations simultaneously enhancing both
view and control. Two used AR UI elements to control and
calibrate a virtual robot, and two provided virtual objects that
could be interacted with to affect robot behavior.

Bagchi and Marvel present an approach towards calibrating
robots, in which a tablet is used to visualize an environment-
anchored simulated robot controlled with user-anchored inter-
face items [9]. Chakraborti et al. [16] deploys manipulable
virtual objects to annotate artifacts of a long term task plans
thereby allowing the user to interact with them and either
request for specific actions or initiate real-time replanning on
the part of the robot (depending on the level on autonomy
of the agent) during online plan execution based on the
feedback from the user. Quintero et al. present an approach
to visualizing trajectories in AR in a way such that those
trajectory visualizations can be interacted with, and show
how simulated robot arms can be visualized following those
manipulated trajectories [37], [38]. Schönheits present an ap-
proach in which virtual robots are displayed over the physical
world to make clear whether their positions are accurately
calibrated, and user-anchored control panels that can be used
to recalibrate the positions of those robots [40].

B. Virtuality-Enhancing Applications

1) No MRIDEs Used: Of the approaches enhancing inter-
actions in virtuality, six did so without using MRIDEs, simply
using VR as a window into a virtual environment. These six
approaches focused either on using VR to allow humans to
train robots or on using VR to train humans to interact with
robots or study perceptions of virtual robots.

Three of these increased control by enabling humans to
control virtual robots. Both Whitney et al. and Stramandinoli et
al. present virtual reality training environments where humans
can train robots by demonstration before the learned policies
are executed in the real world [44], [49]. And Sportillo et al.
present a virtual environment for training humans to interact
with autonomous vehicles [42], [43].

The other three approaches in this category allowed obser-
vation of uncontrollable virtual robots. Hansen et al. present
a virtual reality training environment for the meat processing
industry in which humans can observe the behavior of co-
located industrial robots [24]. Goedicke et al. present a virtual
reality training environment in which users view themselves
within autonomous cars [21], [22]. And Iuzzolino et al. present
a photorealistic environment in which robots learn to navigate
before moving to similar real-world environments [26], [27].

2) MRIDEs Used: Finally, four approaches enhanced ex-
pressivity of view in virtuality. These primarily involved large-
scale maritime or aviation contexts in which it was more
helpful to see a top-down view of the larger maritime or
aerial region than just the perspective of the single unmanned
surface vehicle or drone, and in which helpful information
was overlaid on the canvas of the open maritime or air space.



Category MRIDE User Anchored Environment Anchored Manipulable Virtual Object
Control Control panels [34], [9], [40] [5]*, [36]

General Information

Robot-Generated Text [9]*
Status Information [43]*, [58], [17]
Orientation Information [30]
Task Instructions / Feedback [9]*, [43]*, [3]

Spatial Information

Trajectories [17]*, [33], [58], [30] [38]
Sensor Readings [17]*
Maps and Region highlighting [36], [30], [25]
Occupancy Grids [17]*
Safety Boundaries [36], [3]

Object Information

Circles, Boxes, and Arrows [50]*, [17]*
Far-off object view enhancement [30]
Intended object highlighting [9]*, [3], [36]
Occluded object display [36], [3]

Robot Visualization Virtual robots [28], [9], [40] [58], [35]
Virtual appendages [50]*, [58], [38]

TABLE II: MRIDEs presented or proposed (*denotes proposed rather than presented approaches) at VAM-HRI 2018).

Novitzky et al. present a VR environment for studying human
teaming with semi-autonomous robotic boats, in which they
use simple environment-anchored annotations such as circles
delineating goal regions and lines indicating trajectories [33].
Lager et al. present a VR environment for remote operation
of unmanned surface vehicles, in which a wide variety of
environment-anchored annotations are displayed, including
geographical data (i.e., sea charts), directional information,
trajectories, and blown-up imagery of far-off objects [30].
Haring et al. present a VR environment for controlling swarms
of aerial drones, in which are displayed environment-anchored
annotations delineating important spatial regions [25]. Finally,
Sportillo et al. propose the use of AR-like visualizations ren-
dered within their VR training simulator to enable better user
training, specifically environment-grounded task instructions
and status information [42], [43].

VII. DISCUSSION

The survey presented above allows us to make a number of
key observations and predictions.

First, we observe that work within VAM-HRI can largely
be described by two types of movement within the 3-D space
defined by the Reality-Virtuality Interaction Cube.

1) The majority of research performed in the VAM-HRI
community, regardless of what hardware used in that
research, is concerned with the design of mixed-reality
interaction design elements. Research in this vein typi-
cally effects changes within a single EV-FC plane.

2) The remainder of observed research is concerned with
the use of virtual environments to safely study, train, and
control interactive robots. Research in this vein typically
builds connection between EV-FC planes. Specifically,
research in this vein typically transforms the nature of a
robot’s interactivity from operating at a point on an EV-
FC plane with low value in the R-V dimension (“high
reality”) to operating along a line segment connecting
points at different levels along the R-V dimension.
This connection may allow for different levels of view
and control at different levels of virtuality. Moreover,
research efforts that focus on the development of these

connections typically seek to do so in order to effect
improvements to the robot’s internal model which, if
achieved, will lead to improvements in view and control.

Second, we observe that most previous approaches to
VR/AR-for-HRI have sought to improve either view or con-
trol, whereas many new opportunities may exist in the devel-
opment of approaches that improve both view and control.

Third, we observe that the majority of mixed-reality inter-
action design elements presented within the first body of work
can be categorized as environment-anchored annotations, with
much fertile ground on the use of manipulable virtual objects
remaining open for exploration.

Finally, based on these observed trends, we predict two key
trends in the future of the VAM-HRI Community.

1) Researchers will continue to develop new and in-
creasingly advanced environment-anchored interface el-
ements.

2) Researchers will transform these environment-anchored
interface elements into manipulable virtual objects, to
leverage advances in view into further advances in
control.

VIII. CONCLUSION

In this paper, we have presented a novel framework for
characterizing interactive technologies based on the Model-
View-Controller paradigm, and demonstrated how it can be
combined with the reality-virtuality continuum to create a 3-
D space of interactive technologies that leverage Augmented
and Virtual Reality. As a proof of concept demonstration
of the utility of this framework, we analyzed the papers
presented at VAM-HRI 2018. Moreover, we have presented an
initial taxonomy of Mixed Reality Interaction Design Elements
presented in papers at VAM-HRI 2018.

In future work we hope to use the analysis in this paper as
the starting point for a survey of the field of VR/AR-for-HRI.
Moreover, we hope that the novel concepts presented in this
work will serve as useful frameworks for future VR/AR-for-
HRI researchers hoping to categorize their own work relative
to other recent work in the field.
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